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Abstract

We evaluate the ability of GPT-3 to generate
news headlines in zero-shot and few-shot set-
tings across a wide range of years. We intro-
duce our novel temporal analysis of headline
generation through a dataset of Daily Princeto-
nian articles across five decades which allows
for analysis of temporal misalignment. We ob-
serve that demonstrations have little effect on
task performance, including in settings with
temporally mismatched examples. Addition-
ally, we show that short article lengths are suf-
ficient for performing headline generation and
that topical domain does not affect performance
on the BBC news article dataset. Lastly, we
evaluate the alignment of generated headlines
on the basis of human preference, and we find
that generations were well-aligned relative to
our 4 ranked criteria for good headlines (infor-
mative, harmless, honest, and interesting).

1 Introduction

Large language models such as GPT-3 are inher-
ently pre-trained on text corpora from a specific
temporal range. Namely, they see primarily data
from recent years due to the exponential growth of
internet data, and they are limited in the data they
see by the year of their training. This inherent skew
in the temporal distribution of data may degrade
model performance on tasks involving understand-
ing temporally misaligned (older or younger) text.

One genre with a significant portion of text that
predates the internet is news articles. The Daily
Princetonian, for example, dates back to print ar-
ticles from the 1870s. Not only has the terminol-
ogy of the English lexicon evolved across decades,
certain linguistic and stylistic practices have also
evolved in the news industry across time (Westin,
2016), which could also be cause for temporal lex-
ical shifts. Thus, news headline generation is a
natural task with an inherent temporal component
that could be used in testing the effects of temporal

misalignment in GPT-3 generations. To our knowl-
edge, this study is the first to evaluate temporal
misalignment for news headline generation.

Additionally, news headline generation is an ap-
plication of latent text summarization abilities of
GPT-3 with potentially significant economic im-
pact. Millions of news articles are published every
day, and it is the task of human editors to write
associated headlines. As a result, headline gener-
ation tools are of significant economic interest to
the journalism industry.

The application of news headline generation
technology continues to be an open problem.
The need for automated headline generation is
significantly larger in newsrooms that publish
thousands of articles per day, such as Bloomberg,
compared to newsrooms that publish closer to
hundreds of articles daily, such as the New York
Times. Bloomberg has been a leader in the
space of automated news generation, releasing
Bloomberg Automated Intelligence (BAI) in 2020
which writes shorts articles and headlines for
specific use-cases on business and finance articles
(Fesanghary and Verma, 2021).

In this paper, we attempt to further improve un-
derstanding effects of temporal misalignment, by
specifically studying temporal and domain mis-
match between demonstrations and inputs in an
in-context news headline generation setting. The
contributions of our paper are the following:

• Evaluating the effect of temporal misalign-
ment on news headline generation

• Determining the necessary truncated article
length for news headline generation

• Evaluating the alignment of GPT-3 generated
English news headlines with human prefer-
ences



2 Related Work

Temporal Misalignment Luu et al., 2022
demonstrated the effects of temporal alignment
in a diverse range of domains across periods of
time spanning five years or more. Following intu-
ition, they concluded that when a language model
is trained on text from one time period and de-
ployed on data from another, the resulting temporal
misalignment can significantly degrade task per-
formance. They note that continued pretraining
on temporally aligned data can improve this gap
but that finetuning on temporally correct task data
produces greater gains.

Other studies have noted that this degradation of
task performance may be due to lexical shifts in text
over time. Namely, semantic shifts occur naturally
in language causing inherent issues with temporal
misalignment in older models. Su et al., 2022 in-
troduce a pipeline for detecting semantic change in
words through a Lexical-based Masked Language
Model (LMLM) objective and demonstrate that this
kind of post-training approach produces improved
results on temporally misaligned settings. Addi-
tionally, semantic changes can occur quickly dur-
ing major events in addition to gradual shifts over
time. These quick shifts during crises are studied
by Pramanick et al., 2021, and they pose additional
challenges in adaption due to the reduced data in-
volved in shorter time frames. Pramanick et al.,
2021 propose using methods from domain adapta-
tion to enhance performance on these challenging
cases of temporal misalignment.

Large language models such as GPT-3 are pre-
trained on text corpora from the internet resulting
in a bias toward more recent text due to the expo-
nential growth of internet data. An analysis of the
C4 training data in Dodge et al., 2021 revealed a
heavy bias towards more recent data in the corpus,
specifically toward data generated closer to 2019,
the year when C4 was first introduced by Raffel
et al., 2020. GPT-3 was pretrained on 2016-2019
Common Crawl data (though not C4 specifically)
indicating that GPT-3 would likely have a simi-
lar temporal data skew (Brown et al., 2020). This
inherent skew in the temporal distribution of data
may degrade model performance on tasks involving
understanding older text.

Headline Generation Headline generation has
a strong resemblance to text summarization tasks.
Literature focusing on news headline generation

categorize it as a special kind of text summarization
task (Bukhtiyarov and Gusev, 2020), where models
need to have strong natural language understanding
that goes beyond the meaning of individual words
and sentences.

In headline writing, long-form text is distilled
into a short phrases while retaining key components
of the original text, which is the essence of text
summarization. Thus, news headline generation
is analogous but not identical to heavily reduced
summarization tasks on news corpora such as in
Chen et al., 2016 which exploits existing summa-
rization in CNN and Daily Mail news articles from
associated bullet point summaries at the beginning
of articles.

In addition to generating headlines for news
articles, researchers have studied the generation
of short, representative headlines for news sto-
ries (sets of multiple related articles) (Gu et al.,
2020). Gu et al., 2020 create NHNet, a multi-
document news-headline generation model which
outperforms other summarization models such as
WikiSum, SinABS, Concat, and SinABS on head-
line generation, and they release the first manually
curated dataset for news-story headline generation,
NewHead, which contains more than 367K stories.
Our headline generation approach focuses on gen-
erating headlines for individual articles.

More similarly to our approach, in Bukhtiyarov
and Gusev, 2020, researchers fine-tune pre-trained
Transformer-based models for headline generation
and achieve new state-of-the-art results on Russian
news datasets. A more recent study by Anastasiu
et al., 2021 leveraged a fine-tuned BERT model
to generate headlines for German news articles.
Notably, both of these papers evaluated their gener-
ated headlines with ROUGE scores similarly to
established summarization practices. However,
Anastasiu et al., 2021 recognized the limitations of
ROUGE scores for measuring the quality of gen-
erated headlines and conducted a small amount
of human evaluations for 100 article and headline
pairs. In our study, we also conducted human evalu-
ations on a selected subset of the articles to measure
alignment to human preferences.

There are some potential industry applications of
applying GPT models for news headline generation
such as Mutiny, a marketing company, experiment-
ing with GPT-3 headline suggestions (Hoey). How-
ever, per our understanding, this study is the first
robust academic evaluation of the performance of



in-context English headline generation with GPT-3.

3 Data

3.1 Datasets
We primarily use the Daily Princetonian corpus for
our temporal investigations of headline generation.
The data is from Princeton’s Mudd Library and
was constructed using optical character recognition
(OCR) data from the Larry DuPraz archive of dig-
ital articles. The data contains articles from the
Daily Princetonian between 1900 to 2015, catego-
rized by year. The Daily Princetonian is a campus
newspaper written by students.

We also use a dataset of professional news ar-
ticles for headline generation, specifically a set
of BBC news articles (Greene and Cunningham,
2006). This dataset contains 2,225 articles from
2004 to 2005 and is divided by article type into
five domains: business, sports, entertainment, pol-
itics, and tech. Evaluating on the BBC dataset
allows comparison of headline generation for stu-
dent written articles with professionally written
articles. Furthermore, the breadth of this dataset
allows us to investigate variations in topical accu-
racy of headline generation across difference news
domains (e.g. sports and business).

3.2 Processing
We perform several processing steps on the Daily
Princetonian dataset. For each file, we filter blank
spaces and irregular characters. Then, for all arti-
cles, we remove and store the headline and filter the
byline or author name by removing up to the first
name to appear in the first 50 characters after the
headline. Furthermore, we remove any repeated
headlines from the dataset since these generally
reflected weekly or monthly specials rather than
standard articles (e.g. “editor’s note” which repeats
multiple times; theoretically no two standard news
articles should have the same headline).

The dataset for each year was then divided into
testing and training sets to separate articles used for
demonstrations and those used for testing. For each
year, the training set contained 50 articles (where
each year contained around 1000-1500 articles). In
the year 1985 with 1489 articles, the training set is
less than 5% of the data.

4 Methodology

This paper runs experiments on GPT-3 since it is
a state of the art LLM. We use the text-davinci-

002 model for all our experiments. GPT-3 was
prompted to generate headlines for articles trun-
cated to the first l tokens. For the majority of exper-
iments, we use l = 500 with the exception of the
experiment in which we vary l. For few-shot set-
tings, we use k = 3 demonstrations for the majority
of experiments.

4.1 Prompting and Demonstrations
k-shot prompting We perform evaluations of
GPT-3 generated headlines on testing-dataset
articles across years by prompting the model
with “Write a headline for the following arti-
cle\n\n{article text}.”

We randomly select sets of k examples (initially,
k = 0 for zero-shot and k = 3 for few-shot) from
the training set for demonstrations. We used the
label “headline: ” before headlines in the demon-
strations and append the prompt format noted pre-
viously.

For the Daily Princetonian corpus, we also study
how temporal misalignment of examples affects
performance. Specifically, we have two settings
we compare: (1) examples from the same decade
as the prompted article and (2) examples from a
different decade from the prompted article.

4.2 Evaluation
To evaluate the quality of our generated headlines,
we focused on ROUGE scores due to the similarity
of our task to summarization. We used ROUGE-1,
ROUGE-2, and ROUGE-L scores to compute sim-
ilarity between the generated and reference head-
line.

Human Evaluation To align our evaluation of
generated headlines to human preferences, we did a
round of human evaluation of generated headlines.
Specifically, we define four criteria for the quality
of headlines:

• Informative headlines accurately summarize
the content of the article.

• Harmless headlines are not offensive, overly
biased, or toxic. However, we did not penalize
non-toxic bias in articles that appear to be
editorials.

• Honest headlines do not contradict informa-
tion in the article.

• Interesting headlines make humans want to
read the associated article.



The order of priority for these criteria was chosen
to reflect the potential application of this task to
real news headline generation.

Evaluators were given the generated and orig-
inal headlines in random order with the first 500
tokens of the associated article and were instructed
to select the headline that they preferred using the
above criteria. They were instructed to only rank
the headlines as equal if the headlines were par-
ticularly hard to distinguish. Full instructions for
human evaluation are included in the Appendix.

5 Experiments

Zeroshot Performance We conduct experiments
on zeroshot performance of headline generation
for article across years with results in Figure 1.
ROUGE-1, ROUGE-2, and ROUGE-L scores had
similar patterns in headline generation performance
across years with ROUGE-1 and ROUGE-L scores
consistently above ROUGE-2 scores in all years.
Zeroshot performance showed a U-shape perform-
ing best in 1940 and 1975, with ROUGE-1 scores
around 0.55, decreasing significantly in 1985, and
then increasing again in years 2000 and 2015. This
trend is surprising given that GPT-3 was trained on
Common Crawl data from 2016-2019.

Figure 1: Zeroshot performance varied over article years
in a non-linear shape. This is surprising given that GPT-
3’s training data is from 2016-2019.

Fewshot Performance For the k = 3 baseline
with temporally matched demonstrations (exam-
ples from the same year as the prompted article), a
similar trend to zeroshot performance in ROUGE
scores is seen (Figure 2) with scores reaching
their minimum for examples from 1985. However,

scores plateau at the extremes for k = 0 while
scores increase sharply towards the extremes for
k = 3 indicating that the low performance for 1985
was not just an outlier year.

Figure 2: Fewshot (k = 3) performance showed a simi-
lar trend to zeroshot performance over the tested years.

Temporally Mismatched Demonstrations We
investigate the effect on performance of demon-
strations that are temporally mismatched from the
prompt article. We maintain temporal consistency
within the demonstrations - each set of demonstra-
tions for a given prompt comes from reference arti-
cles from the same year.

When fixing the demonstrations to be from the
year 2000 and varying the year of the prompted
headline (Figure 3), we see results that appear to
follow the few-shot (k = 3) baseline. Thus, it
seems to suggest that temporal misalignment of
demonstrations has a negligible effect on generated
headlines. This may be becuase GPT-3 has seen
sufficient data on news articles that the model is
largely unaffected by demonstrations.

Meanwhile, when fixing the prompted article
year to 2015 and varying the demonstration year
(Figure 4), we see a almost no change in perfor-
mance across demonstration year. This is consis-
tent with the minimal effect we saw comparing
Figures 2 and 3. Performance reaches a local maxi-
mum for the 2000 data and drops off to either side.
Surprisingly, ROUGE scores are near their lowest
for demonstrations in the year 2015, suggesting
that slightly temporally mismatched prompts may
not harm performance or could even cause better
performance than temporally matched ones.



Figure 3: Performance was similar to temporally aligned
fewshot when the year of the demonstrations was fixed
to 2000 and year of the prompted headline was var-
ied. Marked datapoints represent the year of prompted
generations at which demonstrations and prompted gen-
eration were aligned.

Topical Domain Mismatch Since the Daily
Princetonian dataset is comprised of student-
written articles, we additionally perform experi-
ments on a dataset of professionally written BBC
new articles. We evaluate zeroshot headline gener-
ation performance on a dataset of BBC news arti-
cles in 5. The BBC dataset had ROUGE-1 scores
around 0.35, which is close to the Daily Princeto-
nian dataset in 2000. (In comparison, the zeroshot
performance for the Daily Princetonian dataset had
ROUGE-1 scores ranging from 0.3 to 0.6 depend-
ing on the article year.) This is consistent with the
timeline of the BBC dataset, consisting of articles
from 2004 and confirms that news articles in the
early 2000s often have these lower ROUGE scores
for GPT-3 headline generation not just for the Daily
Princetonian dataset, although more data needs to
be evaluated to confirm this possibility.

Additionally, the BBC news dataset contains in-
formation on article domain (namely, each article
was given a category out of entertainment, business,
tech, sports, and politics). ROUGE scores were sta-
ble across domains in the BBC news dataset (Figure
5).

Subsequently, the impact of demonstration news
domains on headline generation was further tested
through cross-domain fewshot generations, where
the demonstrations for (k = 3) fewshot examples
were selected from a different news domain from
the prompted generation. Domain mismatch in
demonstrations and prompted headlines had neg-

Figure 4: Performance was stable when the year of the
prompted headline was fixed to 2015 and the year of
demonstrations was varied. Marked datapoints represent
the year of demonstrations at which demonstrations and
prompted generation were aligned.

ligible impact on our results as observed (Figure
6).

Input Length We conduct additional experi-
ments to determine optimal article lengths. Articles
were truncated at l = 500 tokens in the previous
experiments. We vary input lengths through tok-
enizing the text and truncating at l tokens.

As seen in Figure 7, truncating the length of the
articles did not significantly affect performance.
This result is not expected, as it is common prac-
tice in news articles to include the most impor-
tant information in the ‘nutgraph’ or introductory
paragraph. Thus, removing later text would not
significantly impact the performance of headline
generation since the key information is summarized
early in the article.

Additionally, we varied the number of examples
k (initially k = 3) in our temporally matched few-
shot setting and determined that number of demon-
strations had little to no effect on performance (Fig-
ure 8).

Human evaluation ROUGE scores are an im-
perfect metric for evaluating headline generations.
As such, we use human evaluations to establish a
grounded baseline on whether our generated head-
lines are aligned to humans preferences. An ideal
headline generator would produce headlines indis-
tinguishable from journalist-written headlines and
thus be preferred by humans equally often as real
headlines. The results of our human evaluations on
zeroshot, fewshot, and temporally misaligned few-



Figure 5: Performance was stable across domains in the
BBC news dataset.

shot setting generations are shown in Figure 9 and
Table 1 in the Appendix. Human preference scores
demonstrate that GPT-3 performs well in headline
generations based on human criteria being approxi-
mately equally preferred to actual headlines.

6 Conclusion

This paper makes a number of surprising findings.
Most notably, we observe that temporal perfor-
mance trends are non-linear. Rather, they gener-
ally formed a U-shape with the year of prompted
headline with higher performance around 1940
(unexpected) and 2015 (expected). Additionally,
we found that demonstrations have little effect on
performance in any setting, including varying the
number of demonstrations (k; Figure 8), the year
of demonstrations (Figure 4), and the domain of
demonstrations (Figure 5).

In a practical result, we find that short article
lengths are sufficient to achieve average perfor-
mance on headline generation, as increasing the
length of articles used as both demonstrations and
prompts for evaluation have little effect on ROUGE
scores. This suggests that future work may truncate
articles at as early as 100 tokens.

Finally, we find that generated headlines are well
aligned with human preferences. In fact, human
evaluators on the whole prefer model-generated
headlines equally to human-written reference head-
lines (Figure 9). This strong alignment suggests
headline generation is among more well aligned
outputs even within summarization-type tasks.

Figure 6: Domain mismatch in the BBC dataset between
demonstrations and prompted headlines did not affect
performance.

Figure 7: The truncated length of the articles in the
context did not affect performance.

Limitations Our experiments were conducted for
a limited quantity of data from select years (i.e.
1940, 1970, 1985, 2000, and 2015) due to the avail-
able time and resources. Meanwhile, newsrooms
practices could shift year-to-year leading to unrep-
resentative years in the data. Thus, a single year
(e.g. 1985) may not be an accurate representation
of its entire decade or surrounding time-frame. As
such, with additional resources, we would recom-
mend increasing the scale of our study to generate
results for all years from 1900 to 2015.

In addition, we are aware of the limitations of
ROUGE scores as a evaluation metric for head-
line generation. Although past papers on headline
generation have consistently used ROUGE scores,



Figure 8: The number of examples k in the context did
not affect performance.

Figure 9: Human evaluation results. Generated and
reference headlines performed similarly in the human
evaluation.

ROUGE scores are unable to capture critical human
criteria for good headlines such as accurate, non-
toxic, informative, and “catchy” headlines. We at-
tempt to bridge the shortcomings of ROUGE scores
with human evaluation for a subset of our genera-
tions. In a study with greater time and resources,
we would prefer to conduct more thorough human
evaluations on headlines from more years and set-
tings.
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A Appendix

A.1 Additional Data

Setting

Preference Zeroshot Fewshot (k=3)
Temporally Misaligned

Fewshot (k=3)
Generation Preferred 48 44 46
Equal 7 8 3
Reference Preferred 45 48 51
Total 100 100 100

Table 1: Human evaluation results. Each of 4 annotators
were instructed to evaluate 25 headlines from each of
three settings.

A.2 Human Evaluation Instructions
(on next page)
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Figure 10: Human evaluation instruction document, provided to all human evaluators for consistency.


